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Introduction
I Improving speech system performance in noisy environments re-

mains a challenging task.
I Speech enhancement (SE) has been performed using statistical

methods like short-time spectral amplitude minimum mean square
error (STSA-MMSE) or deep learning techniques, such as deep
neural networks (DNNs).

I This work proposes the use of generative adversarial networks
(GANs) for SE.

I GANs [1] consist of two players:
I A generative model, or generator (G), that represents a mapping

function from a random noise vector z to an output sample G(z),
ideally indistinguishable from the real data x.

I A discriminative model, or discriminator (D), that tries to distin-
guish the samples presented to it between real and fake.

I Our purpose is to use a general-purpose conditional GAN (cGAN)
framework, Pix2Pix [2], to perform spectral SE.

Pix2Pix Framework for Speech Enhancement
I In cGANs, both G and D are conditioned on some extra information

y, and trained following a min-max game with the objective:

L(D, G) =Ex,y∼ pdata(x,y)[log(D(x, y))]+
Ez∼ pz(z),y∼ pdata(y)[log(1 − D(G(z, y), y))].

I Pix2Pix does not use z (Fig. 1), and the L1 distance between G(y)
and the ground truth is used in addition to L(D, G).
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Fig. 1: Pix2Pix framework for speech enhancement.

I The spectrogram has been obtained by computing the magnitude
of a 512-point STFT of the speech signal.

I The noisy phase is used to reconstruct the enhanced signal.

Experiments
I Evaluation metrics:

I PESQ (measure for speech quality).
I STOI (measure for speech intelligibility).
I EER of a GMM-UBM speaker verification system.

I Baseline methods:
I STSA-MMSE.
I IRM-based DNN speech enhancement algorithm (DNN-SE) [3].

I Datasets:
I TIMIT (to train the UBM).
I RSR2015.
I 5 noise types (airplane, babble, cantine, market, white Gaussian).

I Setup:
I 6 Pix2Pix front-ends: 5 noise specific (NS-Pix2Pix) and 1 noise

general (NG-Pix2Pix).
I 6 DNN-SE front-ends: 5 noise specific (NS-DNN) and 1 noise

general (NG-DNN).
I Training at 10 and 20 dB SNR. Testing at 0, 5, 10, 15, and 20 dB

SNR.
I 3 tests:

1. Computation of PESQ and STOI.
2. Computation of EER on clean speaker model.
3. Computation of EER on multi-condition speaker model.
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Fig. 2: Results.

Fig. 2 shows the average results of the front-ends for the conducted
experiments. In general, Pix2Pix can be considered competitive with
DNN-SE and overall superior to STSA-MMSE.

Fig. 3: From left to right: noisy spectrogram (white noise at 0 dB SNR); clean
spectrogram; spectrogram of the signal enhanced with NG-Pix2Pix; spectro-
gram of the signal enhanced with NG-DNN; spectrogram of the signal en-
hanced with STSA-MMSE.

Fig. 3 shows the spectrograms of a noisy utterance, together with its
clean and enhanced versions with NG-Pix2Pix, NG-DNN, and STSA-
MMSE. It is observed that the spectrogram enhanced by the cGAN
approach preserves the structure of the original signal better than the
other SE techniques.

Conclusions
I cGANs are a promising technique for speech denoising, being

globally superior to the classical STSA-MMSE algorithm, and com-
parable to a DNN-SE algorithm.

I Future work includes:
I Evaluation of the framework in more critical SNR situations.
I Some modifications:

? A model with G generating a small size output window from a
fixed number of successive frames.

? A specific perceptual loss to be added to the cGAN loss.
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