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Motivation Pipeline for Audio-Visual Speech Enhancement
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» Speech enhancement: task of estimating the clean speech of a
speaker immersed in an acoustically noisy environment (Fig. 1).
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Fig. 1: Speech enhancement.
» |Important in several applications: Fig. 2: Pipeline for audio-visual speech enhancement.

» Speech recognition.
» Speaker verification.
» Hearing aids.
» Lombard effect: Reflex occurring when speakers talk in a noisy

environment SEEN SPEAKERS UNSEEN SPEAKERS
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» Neural network architecture inspired by [1] and identical to [2].
» Single modality systems: one of the encoder is removed.

» Systems trained on the utterances from the Lombard GRID corpus
[3], to which speech shaped noise is added at several signal to
noise ratios (SNRs).

> Systems tested on speakers observed (seen speakers) and not
observed (unseen speakers) during training.

Fig. 3: Results in terms of estimated speech quality (PESQ) and estimated speech intelligibility (ESTOI) for seen (left) and unseen (right) speakers. Unproc.
indicates the scores for the unprocessed signals.
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Conclusions

» The Lombard effect has an impact on audio-only, video-only and
audio-visual speech enhancement systems.

» There is a benefit of as much as 5 dB by taking into account the
mismatch between neutral and Lombard speech in the design of

» Models used in this study shown in Table 1.

Training Material
Modality Non-Lombard Speech | Lombard Speech

Vision VO-NL VO-L
Audio AO-NL AO-L
Audio-visual AV-NL / AV-NL* AV-L / AV-L*

audio-visual systems.

» Future works include listening tests to validate the findings ob-
tained with objective measures of speech quality and speech in-
telligibility.
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Table 1: Models used for the seen and the unseen (indicated with a *)
speaker cases.




